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Abstract

We introduce a new Korean language model
called SinK-DaT, the Sino-Korean (Sin-Ko)
Detector and Translator. SinK-DaT provides
the correct meaning and Chinese character
representations of the ”difficult” Sin-Ko word
based on context from a given Korean text. Ex-
periments on old Korean news articles show
that the model can not only detect most Sin-
Ko words, but also distinguish difficult ones
among the detected Sin-Ko words and thus,
supply the most suitable definitions to the
users. As a result, Sink-DaT helps the young
Korean generation in comprehending difficult
corpora.

1 Introduction

Sino-Korean (Sin-Ko) words are Hanja-based
words incorporated to the Korean language. Such
words are widely used in many Korean corpora
for their ability to contain complex meanings in
just few letters. Despite its wide usage, especially
among the older generation, Hanja is seldom taught
in the modern curriculum, resulting in an unbridge-
able linguistic gap between the younger and the
older generations. Understanding each other’s lan-
guage is vital in reducing the generational and do-
main language gap. Thus, we constructed a model
that detects and defines difficult Sin-Ko words to
aid reading comprehension and to expedite lan-
guage acquisition for the younger generation.

2 Approach

There are three main steps for developing SinK-
DaT: 1) Detecting Sin-Ko words, 2) Scoring their
difficulty levels, and 3) Showing their appropriate
definitions in the context.

To detect the Sin-Ko words within a sentence,
we searched each word in an online dictionary, and
treated it as a Sin-Ko word if a match was found.

The underlying heuristic assumes Sin-Ko and pure
Korean semes rarely share the same form. Even if
a pure Korean word was misidentified, it would be
eliminated in later steps as the difficulty and the
context would not be mapped correctly.

To construct the ‘difficult’ vocabulary set in a
sentence, we used a rule-based approach. As the
degree of difficulty is subjective to reader’s profi-
ciency levels, we set the target group as TOPIK
L3-L4 learners, whose evaluation criteria include
the ability to understand easy parts of news broad-
casts and newspapers. We used three different met-
rics to measure the difficulty of each word. First,
we counted the number of Synsets using KorLex.
The number signifies different meanings a word
can have, with a greater number implying higher
complexity. Second, we analyzed the level of each
Hanja character in a word by referring to the of-
ficial reading level classification from the Hanja
Education Research Institute. If the levels were
low, meaning they are difficult and rarely used,
we scored the difficulty as high. Lastly, we com-
pared the number of occurrences of Sin-Ko words
within basic and advanced corpora, which were el-
ementary school textbooks and newspaper articles
respectively. In addition to the corpora comparison,
TOPIK vocabulary guide was used to filter easy
words. The weighted scores from the three met-
rics were combined to rank the difficulties of the
Sin-Ko words.

Sin-Ko words tend to have many homonyms,
making it difficult to identify the correct defini-
tion. To perform word sense disambiguation, we
constructed an n-gram language model to compare
the contexts of each Sin-Ko word in the sentence
and its definitions. To compare the context of each
word, its n-gram probability scores were calculated
with the n-grams created from each of the possi-
ble definitions to identify the definition with the
highest probability of being the correct meaning.
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Precision Recall Accuracy F-score
0.538 0.560 0.439 0.549

Table 1: Model’s Sin-Ko Detection Result.

3 Experiment

For the training dataset, more than 7K sentences
were retrieved from Chosun Ilbo News Library us-
ing random articles from 1990. The model first
tokenized raw text with Kkma PoS tagging func-
tion of KoNLPy, with auxiliary components re-
moved based on the PoS tags. Then, each word
was searched on NAVER’s Hanja Dictionary. To-
kens matching the Korean form of Sin-Ko word in
the dictionary were regarded as potential Sin-Ko
words. Using the newspaper sentences, we built an
n-gram (n=3) model using NLTK to compare the
context of words with n-grams created from pos-
sible definitions from NAVER’s Hanja Dictionary.
To represent an easy corpora, public elementary
textbooks provided by the Korean textbook publi-
cation Kyohaksa were used along with other tools
and classifications as noted in section 2. To repre-
sent the advanced corpora, news article sentences
from above was used.

The evaluation consists of three parts - 1) De-
tection of Sin-Ko words, 2) Detection of difficult
Sin-Ko words, and 3) Mapping of difficult words to
their meanings.

For 1) Detection of Sin-Ko words and 3) Map-
ping of words to meanings in context, we used 500
sentences from the Chosun Ilbo news articles as the
test set. The model-detected words were compared
with manually tagged words to calculate the per-
formance, and for finding meanings, we calculated
the accuracy, also using manual tagging.

We used crowdsourcing to evaluate 2) Detection
of difficult Sin-Ko words. We surveyed 12 middle
school students for their proficiency on the Sin-Ko
words. Four paragraphs with roughly 25 sentences
each from the Chosun Ilbo news articles were used
for the survey. The students were asked to rate the
given Sin-Ko word on a 3 point scale – 1) Never
heard/seen, 2) Seen but don’t know the meaning,
3) Seen and can explain the meaning. We then
calculated the average score of each word.

4 Result

Sin-Ko Word Detection The results are shown
in Table 1. Recall was higher than the precision,
which shows that the existing Sin-Ko words were

correctly identified, even if some pure Korean
words were misidentified. Considering the fact that
each sentence contained on average ten Sin-Ko
words and that a sentence was marked to be incor-
rect for even one wrong detection, the results are
promising.

Difficult Sin-Ko Word Detection The average
rated score of the Sin-Ko words from the survey
was 2.560, while that of the detected difficult words
was 2.243. This shows that the model-detected dif-
ficult words were perceived to be more difficult
than other Sin-Ko words.

Context-wise Definition Mapping The accu-
racy of the mapped definition of the difficult Sin-Ko
words was 0.686. The majority of the difficult Sin-
Ko word definitions were correctly identified given
their context, but a room for improvement exists.

5 Discussion
Discussion & Limitation We have demon-
strated that our model using a rule-based approach
together with the data-driven model is effective in
detecting and mapping definitions of difficult Sin-
Ko words. As our project solves NLP problems
in Korean, the accuracy of KoNLPy module influ-
enced the performance of pre-processing. When
PoS tags were mismatched, certain Sino-Koreans
were undetected or annotated with wrong Sin-Ko
words. One of the scoring criteria in detecting dif-
ficult words is the difficulty of constituent Hanjas.
While this is true for most of the cases, some easy
words (e.g.Ï :aB) have difficult Hanjas while
some difficult words (e.g. å‰: 0›) have easy
Hanjas.

Future Work We plan to add more criteria to de-
tecting the difficult words and allow users to specif-
ically choose the difficulty level of Sin-Ko words.
This will develop our model into an essential tool
for Sin-Ko learning for all generations.

6 Conclusion
We present SinK-DaT, a model that detects and

translates difficult Sin-Ko words with appropriate
context. Our major contribution is the analysis of
the characteristic of Sin-Ko words distinguished
from the pure Korean words and proposing vari-
ous measures to score the level of difficulty of a
word. By yielding context-aware definition of dif-
ficult Sin-Ko words, SinK-DaT helps the younger
generation to advance to a wider range of corpora.
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A Appendix

Figure 1. The process of Sino-Korean detection
and definition mapping with a sample paragraph.


